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ABSTRACT

The absorption spectra of BWA/CWA often heavily overlap with each other and with absorption spectra of harmless species. The traditional approach of spectral discrimination usually involves estimation of concentration of each constituent, wherein the first- and second derivatives are being used as the spectrum features and the linear relationship between these features and the concentrations is sought by, e.g., the partial least squares or principal component regression. These algorithms may not be suitable for real-time early warning detection of BWA/CWA in the gaseous/liquid environments, especially taking into account the inevitable presence of environmental constituents with unknown spectra. In this paper, we present a new approach suitable for ragged, real-time spectral discrimination. In this approach, we are using an independent component analysis (ICA) technique to unmix the mixture spectra into independent spectral components. In order to classify the components, we have developed a special feature extraction algorithm based on a complex wavelet transform. We have tested the procedure experimentally using a ragged fiber-optics spectrometer working in the NIR region (800 – 1000 nm), and mixtures of organic liquids. The obtained results clearly demonstrate the applicability of the proposed system to the early warning “trigger”-type detection suitable for real-time environmental monitoring.
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1. INTRODUCTION

Recent advances in chemical- and biotechnology, the low cost and ease of producing potent pathogens and dangerous chemicals as well as their relative invisibility have increased the likelihood for biowarfare (BW) and chemical warfare (CW) [1]. The ability to detect the release of a BW/CW agent before the onset of symptoms in exposed subjects can prevent numerous human and animal losses [2]. There is heightened awareness worldwide of the possibility of attacks on metropolitan areas using chemical and biological warfare agents (CWA/BWA) in waterways. A possible scenario of dissemination of BWA/CWA can be the spreading of the agents throughout the water intake or in a public beach area [3]. Depending on the specific agent used, the low solubilities of these agents may allow contaminants to persist for a long period, effectively functioning as a time-release system in moving from an insoluble state to the aqueous environment [4]. A large volume of the released agent may remain effective for years if the contaminated water body is static or slowly moving [4]. Some of these agents can also survive the standard water purification methods [5], thus compromising the security of drinking water reservoirs.

The most practical methods of BWA detection can be divided into three categories [1]: (i) immunological methods that are based on the use of antibodies [6], (ii) molecular biological techniques, e.g., in-situ hybridization [7] or polymerase chain reaction (PCR) [8] and (iii) spectroscopic methods. The biological sensors based on the first two detection methods are, e.g., optical sensors [9], [10] and electrochemical sensors [5]. These sensors, though very sensitive to minute concentrations of BWA, are deemed to be unsuitable for the ragged use in harsh environments [1]. The use of biological sensors based on the spectroscopic techniques is currently hindered by the low discrimination ability of such
sensors. While the vibrational (infrared) spectra of distinct biological species are clearly different, it is difficult to deconvolute the BWA signal in an IR spectrum of a mixture [1], [11], [12].

The vast variety of chemical agents has led to mostly agent-specific detection methods such as analytical methods [4]. Other major tools for CWA detection include liquid chromatography and mass spectrometry [13], Raman spectroscopy [14], microwave spectroscopy [15], photoacoustic spectroscopy [16], and laser-induced break-down spectroscopy [17]. The latter spectroscopic methods are prone to the same problem as the IR spectroscopy of BWA, the mathematical problem of unmixing/deconvoluting of a signal from the mixture. In this paper, we mainly concentrate on mathematical techniques of spectrum processing in the near-infrared region.

Near-infrared spectroscopy is an optical technique that involves measurements between the visible and the mid-IR region of the electromagnetic spectrum. Due to the fundamental nature of the absorption chemistry, information regarding almost all constituents of a sample is included in its spectral data [18]. Because the absorptions are secondary in nature, they are relatively weak (100–1000 times less than that in mid-IR), enabling direct analysis on samples with little or no sample preparation [19]. Moreover, the instrumentation for NIR spectroscopy is significantly less expensive than its MIR counterpart, especially in the 800-1100 nm region, where a CCD grating spectrometer can be used for spectrum acquisition.

Although spectral response in NIR spectroscopy may occasionally have a clearly assignable chemical basis, in practice the bands observed are broad, with severe overlaps and poor baseline resolution, making spectral interpretation difficult. A typical analyte would absorb at more than one wavelength and absorbance at a given wavelength may have contributions from more than one analyte. The physics governing the absorbance process is usually loosely described by the Beer-Lambert Law (or Beer’s Law) which states that for an absorbing compound dissolved in a nonabsorbing medium, the concentration \( c \) of the compound is proportional to the absorbance \( a \)

\[
c \propto \log_{10} \left( \frac{I_0}{I} \right)\]  

where \( I_0 \) is the light intensity incident on the medium and \( I \) is the light intensity transmitted through the medium. For a medium containing several different absorbing compounds (except at very high concentrations) the overall absorbance \( a \) is simply the sum of the contributions of each compound.

In eq. (1), the light intensities are wavelength-dependent so that a one-dimensional array or spectrum is available upon a single spectroscopic measurement. If several absorbing compounds are present in the medium, then the resulting absorbance (or transmittance) spectrum will be a linear mixture of the spectra of the individual components. The array size, i.e., the number of different wavelengths, is usually much larger then the number of components, so that the problem of the unmixing of a single spectrum can, in principle, be solved by a multivariate statistical technique, such as Least Squares, Partial Least Squares, Principal Component Regression and others. All these techniques require an extensive calibration stage, or statistical training, in terms of pattern recognition, and they usually do not tolerate the presence of an unknown species. Such an unknown species, having a distinct spectrum, cannot be treated as a Gaussian random noise, thus decreasing the statistical performance. Moreover, since this species was not included into the calibration stage, its concentration cannot be estimated, or, which is the same, the mere presence of an unknown species cannot be verified.

There are situations, however, in which it is not necessary to simultaneously determine the species presence and its concentration, but merely to detect the presence of a new species and classify it on the basis of, e.g., a spectral library, acquired elsewhere. In this case, other statistical techniques could be used instead of the concentration-based least squares and its variants. In this paper, we describe a system based on the concept of the independent component analysis (ICA). The system includes a CCD-based grating spectrometer, a standard flow cell, and an originally developed processing unit, which allows for near real-time liquid monitoring.

In the next section, we explain the basics of ICA as well as the improvements we made to accommodate the ICA for our purposes. The major improvement is the way of exploiting the internal structure of a spectrum to enhance the algorithm stability.

Proper signal processing implies the use of signal features rather than raw signals, because well-chosen features would be robust to signal fluctuations and also reduce the dimensionality of the problem. Moreover, the signals decomposed by ICA usually distorted as compared to the originals so that the features must be robust to such distortions. In Section 3, we present our features based on a complex wavelet transform.
The integrated system is described and a practical example based on the NIR spectra of water and two organic components is given in Section 4. It is shown that our system is capable of detection of a new component with a very low relative spectral abundance, of the order of $10^{-5}$. Moreover, since the developed mathematical methodology does not depend on a specific spectral region, the system is generally applicable to UV, MIR spectra and to any acquisition method that implies a linear mixture.

2. INDEPENDENT COMPONENT ANALYSIS

2.1 ICA Basics

The independent component analysis (ICA) is a newly developed statistical approach to separating unobserved, independent source variables from the observed variables that are the combinations (or mixtures) of these source variables. Since it was developed in the 1990s (see [20], [21], [22]). ICA has proved to be a successful technique in biomedical signal processing [23], magnetic resonance imaging analysis [24], speech recognition [25] and machine monitoring [26].

Using the standard ICA methodology, we can write

$$X = A \cdot S$$

(2)

where $X$ is a column matrix of mixed signals, $A$ is a matrix representing the signal abundances and $S$ is the column matrix of the source signals. With relation to the spectroscopic signals (viz. spectra), eq. (2) represents both Beer-Lambert law and the principle of superposition.

Because of the linearity of eq. (2), the inverse equation is also linear:

$$S = A^{-1} \cdot X = B \cdot X$$

(3)

The key idea of ICA method is that thanks to the Central Limit Theorem, a weighted sum of column vectors of $X$ (eq. 3) tends to a normal (Gaussian) distribution unless it accidentally equals one of vectors of matrix $S$. Therefore, by multiplying different matrices by the signal matrix and by measuring the degree of gaussianity of their product, the independent components can be detected. Of course, this formulation can only help find the “form” of the independent components, as scaling the matrix $B$ will also scale the solution, while the degree of non-gaussianity would not change.

ICA usually starts from a pre-procedure of “whitening”. The key idea here is that if the signals are independent, then they are uncorrelated, which in turn means that a procedure that decorrelates matrix $X$ is a necessary (but not sufficient) procedure for obtaining independent signals. The two-stage procedure will be maximally efficient if we also require unit variances of the decorrelated components, because, in this case, the meaning of the matrix $B$ will be the rotation of the “whitened” matrix $X$. That is, ICA is usually performed in two stages:

1) $Z = \Omega X$

2) $W : W \cdot Z \rightarrow \max(\text{non} - \text{Gauss})$

The matrix $W$ in this case is an orthonormal matrix which can be indeed considered as a rotation matrix in the $n$-dimensional space. Various degrees of non-gaussianity have been proposed so far, for example an estimated kurtosis or entropy can be used. Since for a normal distribution both kurtosis and entropy are minimal among all possible distributions for the whitened signals, their maximization will yield maximum of non-gaussianity. As for the first transform, it is just a well-known transform in principal component analysis (PCA) so that the matrix $\Omega$ can be easily calculated on the basis of covariance matrix of $X$. Being a high-order statistical technique, ICA outperforms the second-order PCA in the discrimination power [20-26].

2.2 Practical Implementation of ICA for Spectra Unmixing

As it follows from the previous sub-section, the use of ICA requires an input matrix which is a two-dimensional array, whereas a single spectrum is a one-dimensional array. Moreover, the internal structure of ICA implies that different rows in the input mixture matrix $X^T$ be spectra comprised of components at different concentrations (viz. spectral
abundances), as the ICA solution would not converge otherwise. This problem could be solved if the input matrix were composed of the spectra acquired at essentially different times so that the contribution of each individual component to the total mixture spectrum would likely change.

The optimization-based algorithms for ICA use random initial matrix. Such randomness may also lead to poor convergence and/or to the solution based on the local and not global maximum. To further improve the ICA performance, we implemented a specially developed procedure. The motivation is that the traditional ICA is not sensitive to the order of variables comprising a mixture vector. In other words, a random permutation of the obtained spectrum will not influence the conventional ICA in any way. To account for the signal structure, we first perform “temporal” ICA and then use the obtained unmixed matrix as the initial matrix for the conventional ICA algorithm.

The key idea behind “temporal” ICA is to exploit the internal structure of the mixed signals. In our case, it is wavelength structure of the spectra, but in traditional signal processing it is a time structure of a signal. The term “temporal” ICA is therefore due to this time structure.

The simplest form of time structure is given by autocovariances. This means, in relation to our problem, covariances between the values of the signal at different waveband points: \( \text{cov} \left[ x_i(\lambda), x_i(\lambda - \Delta) \right] \), where \( \Delta \) is the waveband lag. The value of \( \Delta = 1 \) corresponds to the covariance between two adjacent points in the spectrum. In addition to the covariances within a single spectrum, we also need covariances between two signals: \( \text{cov}[x_i(\lambda), x_j(\lambda - \Delta)] \). These statistics can be combined in the lagged covariance matrix

\[
C_\Lambda^t = E[x(\lambda)x(\lambda - \Delta)^T] \tag{4}
\]

In eq. (4), \( E \) designates the statistical expectation.

For the independent components, the lagged covariance matrix is a diagonal matrix because of the component independence. We should, therefore, seek for such matrix \( B \) that the lagged covariance matrix of \( Y = BX \) is diagonal.

Let us assume that the data matrix \( X \) has been whitened so that the resulting matrix \( Z \) contains non-correlated vectors (spectra) with unit variances. Since the lagged covariance matrix eq. (4) is estimated by the experimental data, the matrix may not be exactly symmetric (the delay to the left may slightly differ from the delay to the right), although the true matrix is symmetric. To remedy this problem we consider

\[
\overline{C}_\Lambda^z = \frac{1}{2}[C_\Lambda^z + (C_\Lambda^z)^T] \tag{5}
\]

Using standard matrix operations, it can be shown that the sought concentration matrix \( W \) is part of the eigenvalue decomposition of the estimable matrix \( \overline{C}_\Lambda^z \) [21], since

\[
\overline{C}_\Lambda^z = \frac{1}{2}W^T \left[ E[s(\lambda)s(\lambda - \Delta)^T] + E[s(\lambda - \Delta)s(\lambda)^T] \right]W = W^T \overline{C}_\Lambda^z W \tag{6}
\]

The obtained matrix \( W \) is then being used as the initial matrix in a standard fast ICA algorithm [21].

The last important practical question related to ICA implementation is related to the number of components. Eqs. (2)-(5) imply that the number of components equal to the number of source vectors in matrix \( X \). In reality, the number of components is significantly less, and in application to the water monitoring problem, the number of significant components could be as small as two or three.

In our algorithm, the most significant components are calculated automatically on the basis of the eigenvalue structure. Fig. 1 illustrates the key idea. The eigenvalues are logarithmed and sorted, and the mean and standard deviation of the smallest 50% of eigenvalues are calculated as well as the mean difference between two adjacent small eigenvalues and its standard deviation. The algorithm firstly seeks when the difference between the eigenvalues becomes small in comparison with the calculated measures. Since there might be large eigenvalues with a very small difference between them, the algorithm then looks for eigenvalues that are significantly larger than the remaining eigenvalues.
3. SPECTRAL FEATURES

To make the procedure of spectrum classification and identification feasible, meaningful spectral features should be used instead of the raw spectra. We propose to use wavelet transform to identify such features.

Let \( x(t) \) be the spectral signal. The complex wavelet transform, using a well-chosen complex wavelet \( \psi(t) \) with scale parameter \( s \) (setting the frequency range) and translation parameter \( t \) (determining the time localization), is defined as [27]

\[
f_W(t, s) = \int_{-\infty}^{+\infty} f(\tau) \frac{1}{\sqrt{s}} \psi\left(\frac{\tau - t}{s}\right) d\tau
\]

In a single-phase system this yields two series of complex wavelet coefficients for \( x(t) \), \( X_W(t, s) \):

\[
X_W(t, s) = A_W(t, s) e^{i\phi_W(t, s)}
\]

where \( A_W(t, s) \) is the absolute value of \( X_W(t, s) \) and \( \phi_W(t, s) \) is the phase. Here we propose to use the complex Gaussian wavelet

\[
\psi_G(t) = c_p e^{-t^2} e^{-jt}
\]

where \( c_p \) is the scaling parameter, \( f_b \) is the bandwidth parameter and \( f_c \) the center frequency.

Fig. 2 shows the wavelet features as applied to a library spectrum of \( \text{H}_2\text{S} \) from HITRAN data base [28] along with the standard Fourier features. It is seen in the figure that the wavelet features have a distinct characteristic shape. They are also robust to the ICA-induced distortions and noise. Depending on the application, i.e., on the geometrical shape of the original spectrum, the mathematical utilization of the features can be different. As applied to the relatively smooth spectra of water and biological agents, we use the averages and standard deviations of the real and imaginary parts of the wavelet features (see Section 4.2 for details).

![H2S spectrum](image1)
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Fig. 2. A library spectrum of \( \text{H}_2\text{S} \) from HITRAN database and its Fourier and wavelet features.
4. REAL-TIME SYSTEM

4.1 Schematic Description

Our system consists of two major blocks, the data acquisition unit and the data processing unit. The data acquisition unit comprises a grating CCD spectrophotometer and a standard flow cell. Both parts are COTS units and therefore are not shown here. The data processing unit is originally developed by our company, Migma Systems, Inc.

Fig. 3 shows a schematic of the data processing unit. A spectrum acquired by the data acquisition unit enters the ICA input matrix block. As the new spectrum enters, the oldest real-time spectrum (#70 in terms of Fig. 3) leaves the block. Certain part of the matrix is reserved for the pre-acquired spectra to maintain algorithm convergence.

The compiled matrix enters the ICA block where it is whitened and the number of significant components is determined. The initial unmixed matrix is then determined by the “temporal” ICA and is used as the initial value in a fast ICA algorithm.

The decomposed signals then enter the detection block where their features are being compared with the features calculated for the desired spectra from a library. If an CWA/BWA is detected, the warning alert is issued and the system proceeds with the next real-time spectrum.
Our system was originally written in MATLAB and then ported to C/C++ with a GUI implementation on a Windows machine. It is capable of processing approximately 2 spectra/second.

4.2 Practical Example

The main advantages of our system are (i) the use of a ragged inexpensive CCD grating spectrometer for data acquisition, and (ii) a new methodology for data processing. Depending on the application and correspondingly on the spectral region of interest, e.g., UV, NIR, MIR, the data acquisition system can be changed. The mathematical methodology, however, will remain the same. In this sub-section, we illustrate the methodology on an example from biological process monitoring.

Fig. 4 shows the second derivative transmittance spectra of three species chosen as a representative simulation system for BWA detection. Water and ammonium are chosen as basic species that are supposed to be always present. Glucose is chosen as a simulant of a BWA/CWA. The reason of choosing glucose is that its aqueous solution spectrum is close to the water spectrum so that the conventional methods of signal separation, like PCA, will fail in detection of this species.

![Fig. 4. A: The second derivative transmittance spectra of water and aqueous solutions of ammonium and glucose. Glucose is used as a BWA/CWA simulant. B: The decomposed components. Note that some of components are upward down as compared to the originals.](image)

In order to demonstrate the system, we created a mixed matrix $A$ from these three components, taking the target weight (“concentration” or spectral abundance) of water spectrum in the mixture being about 75% and the target weight of a glucose solution spectrum being 1%, 0.1% and 0.001%. Each row of matrix $A$ was composed as a mixture of the three components taken with weights randomly fluctuated around the target value. Fig. 4(B) shows the typical decomposed signals. It is seen in the figure that even though the decomposed signals are close to the originals, they are distorted in shape.

This distortion as well as the noise necessitates the use of features. Fig. 5 shows the wavelet phase plots of the decomposed signal. Interestingly, even though the components 1 and 2 are close in shape, their phase plots are very different. Based on these preliminary data, we have chosen the averages and standard deviations of the real and imaginary parts of the wavelet transform, which reduced the dimension of the original spectrum (150 data points) to just four in the feature space.

In order to test the features, we have run the simulations with different spectral abundances of the BWA simulant (glucose) and with addition of a Gaussian noise. The noise was added in such a way that its standard deviation equals to four standard deviations of the glucose signals. 100 repetitions were made for each spectral abundance. The obtained results for the spectral abundances of $10^{-3}$ and $10^{-5}$ of the BWA simulant are shown in Fig. 6 as well as the features
obtained on the basis of the original second-derivative spectra. It is seen in the figure that the chosen features allow for good signal separation as no overlap has occurred between the features of different signals. A simple distance classifier can then separate and classify the unmixed signals on the basis of these features.

![Graph](image)

**Fig. 5.** Complex wavelet phase plot of the decomposed signals shown in Fig. 4.

**Fig. 6.** The results of 100 simulation runs in the feature space (average and standard deviation of real/imaginary parts of complex wavelet transform). The target spectral abundance of water is about 75%, the abundance of ammonium is approximately 25% and the abundance of glucose (BWA simulant) is 0.1% (A) and 0.001% (B). The features of the original second-derivative spectra are shown also (C).

## 5. CONCLUSION

In this paper, we have presented an innovative system for near real-time monitoring of water for the presence of BWA/CWA. The spectral absorbance in the NIR region is used for signal decomposition based on the independent component analysis instead of traditional concentration-based methods. Complex wavelet transform based features applied to the decomposed signal enable reliable detection and classification of a trace species provided that its spectrum is approximately known. Because the system can easily be adapted to any spectrometer, it is a viable choice of BWA/CWA detection and other commercial applications.
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